
A DoS/DDoS cyberattack defense framework based in game theory. 
 

Harrison Stewart a, Jan Jürjens b   

 
a.   Faculty of Information Technology, University of Derby  

UNIVERIL Technology / University of Derby 
 

b.   Institute for Software Technology (IST), University of Koblenz-Landau  
Fraunhofer-Institute for Software and Systems Engineering ISST 

 

ABSTRACT 
Game theory models are often utilized in cybersecurity research to investigate the interaction between 
the attacker and the defender during a distributed denial-of-service (DDoS) attack. DDoS attacks are a 
continual challenge for industries and academic researchers due to the massive growth of cyber attacks 
in number, severity, and scope. This paper explores the relevance of the game theory hypothesis as an 
approach to mitigate DDoS security issues, with emphasis on dynamic bandwidth depletion attacks. Our 
work targeted the Financial Technology (FinTech) innovation industries where data are valuable assets 
in their businesss domain. The interactions between the attacker and the defender were modelled via a 
single-shot, non-unified, zero-sum game. The model was then consolidated with a larger set of attacker 
choices, building upon previous accomplishments. In this analysis, we considered the worst case 
scenario, where the attacker, a rational person, endeavors to locate the highest adequate transmitting rate 
or botnet size. Furthermore, we examined various factors regarding: the expense to carry out an attack; 
the quantity of attacking nodes; and the probability of malicious traffic conveyances and their parameters.  
In theory, our approach can be applied to every organization, however, controlling network topology 
utilizing game theory against a DDoS attack might not be effective due to its unrealistic approach, i.e. 
the defender has the possibility to redefine his or her configuration at each game. However, we modeled 
a static-game model to calculate the Nash Equilibrium, which portrayed the best procedure(s) of the 
defender. We then validated this model via simulations with the NS-3 simulator network. 
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1.0  INTRODUCTION 
  
     Denial-of-service (DoS) attacks, 
classified as cyber-attacks, are becoming more 
widespread, and guarding against them is a vital 
issue in industrial processes, e.g., power plants, 
due to the usage of control tools during 
production. These threats can utilize different 
kinds of software, hardware and other 
application controls (Miyachi, 2012; Nawa,  

 
 
2012; Takegami et al., 2013). According to the 
JPCERT Coordination Center (2008), common 
features between production control tools and 
data frameworks have allowed increased cyber-
attacks against both data control frameworks 
and related production control frameworks. 
                 
     Financial damages due to cyber-attacks 
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are difficult to estimate due to nonphysical 
resultant losses. A recent cyber-attack on the 
Sony© PlayStation Network™ and the Sony© 
Entertainment Network™ lowered the 
company’s shares by “4.3 percent at $21.21 on 
the New York Stock Exchange” (Reuters, 2014). 
This is not an isolated incident, as many 
institutions, from the financial sector to the 
government sector, have experienced financial 
losses as a result of cyber-attacks. According to 
Wang & Rong (2008), such security breaches 
have often resulted in the collection of vital 
information by malicious individuals or groups. 
Researchers from the United States (U.S.) as 
well as those from Asian and European 
countries have conducted many studies that 
indicate that a country’s industrial procedure 
plants are an essential part of its economy as 
well as an ongoing demand in infrastructure. 
      
     The general consensus is that security 
breaches due to cyber-attacks have been 
difficult to contain because of the approaches 
used in the attempt to solve the attacks. In 
recent decades, numerous technological 
advances have been adopted to facilitate 
advanced monitoring and threat detection; 
however, performing these tasks cannot be 
completely automated. Therefore, a human 
proactive approach rather than an anticipatory 
approach is a current major initiative in regards 
to these challenges (Wang et al., 2010). 
 
1.1 Gap 
     Generally, traditional network security 
utilizes either defensive devices, e.g. firewalls, 
or a responsive apparatus, e.g. Intrusion 
Detection Systems (IDSs), or both used in 
conjunction (Shen et al., 2011). IDS 
calculations either distinguish an attack 
signature or recognize peculiar conduct in a 
framework. During an attack, the defender is 
informed of an attack by the IDS, which enables 
the administrator to prevent or alleviate the 
attack. However, IDSs still depend on ad-hoc 
plans and are not exceptionally refined. Current 

IDS innovation may be adequate in preventing 
occasional attackers that use well-understood 
procedures, but IDSs still lack outline 
instruments to fight clever and/or advanced 
attacks. Traditional and other standard security 
measures lack quantitative actions, which has 
caused us to investigate game framework 
methodologies (Shamshirband et al., 2013; 
Manshaei et al., 2013; Yan et al., 2012; 
Manshaei et al., 2010; Roy et al., 2010; Sun et 
al., 2008; Alpcan, 2006; Liu et al., 2005; You et 
al., 2003). 
 
1.2 Aims 
     The research aims to utilize game theory 
framework ideas with the end goal of 
understanding a comprehensive attacker to 
defender approach in order to resolve DoS 
attack flooding in financial technology 
industries. This framework should enable us to 
facilitate and analyze the interactions between 
an attacker and a defender in a game form 
where: movements of the attacker embody the 
amount of nodes utilized and the total node 
transmission rate; and the movements of the 
defender embody the management of the flow 
rate threshold within defense mechanisms that 
permit the defense mechanism to block nodes 
of traffic with transmission rates higher than the 
threshold. The simulations will use the Network 
Simulators 3.0 (NS-3), an open-source, 
discrete-event network simulator, to help 
confirm the precision of the game theory 
framework as well as to uncover fluctuations 
during connectivity of data at the early stages of 
a simulated denial of-service attack. 
  
1.3 Objectives 
The main objectives of this research are: 
 

1.   investigate the relevance of game 
theory in DDoS issues and to analyze 
the shortcomings of traditional system 
security solutions caused by the 
absence of quantitative decision 
frameworks. It is hypothesized that the 



model will enable us to both 
demonstrate and analyze a DDoS 
attack via a mathematical framework, 
since game theory regards issues 
where opponents compete. 

 
2.   diagnostically exhibit that there is a 

solitary, ideal methodology accessible 
to the defender and that by choosing 
this methodology, the defender defines 
a maximum threshold which 
intelligent attackers may achieve 
while non-rational attackers will not. 

 
3.   improve the model by using the NS-3 

to conduct various simulations. The 
accuracy of the model can also be 
determined after the simulated 
environment has replicated the 
model’s analytical parameters. It is 
hypothesized that the simulations 
generated in the NS-3 will help verify 
the game theory model and uncover 
data fluctuations during connectivity 
at the early stages of a simulated 
DoS/DDoS. 
 

This paper is organized as follows. Section 2 is 
a related work of DoS/DDoS cyber-attack 
models. Section 3 is a review of game theory 
foundations and a presentation of all 
fundamental knowledge on game theory used in 
the current study. In Section 4, a game theory 
framework is presented in conjunction with 
logical processing and consequences of its 
application on an advanced network setup. In 
Section 5, we describe the outcome of the 
simulations in the NS-3 and how this 
substantiates the framework. Finally, Section 6 
examines conclusions drawn from the previous 
sections.  
 
2.0 RELATED WORK 
 
      Previous studies have proposed 
numerous defense mechanisms to mitigate 

DDoS attacks (Abliz, 2011). Most of the 
identified strategies were ultimately ineffective 
due to the concentration on the node-to-node 
approach rather than the (D)DoS issue itself. 
Even though the strategies addressed DoS 
attacks effectively, they still lacked 
effectiveness in DDoS attacks when the node-
to-node approach is remodeled by attack 
dynamics into an attacker-to-defender approach. 
Therefore, conventional procedures may not be 
effective solutions as they neglect the conduct 
and choices of the attacker. 
 
     Yatagai et al. (2007) stated two basic 
proposals to distinguish cyber-attacks: (i) when 
attacks occur from numerous clients and use the 
same virus, the server cannot differentiate the 
order of browsed pages; and (ii) attackers spend 
less time browsing a web page compared to 
legitimate users, so a user who spends less time 
browsing a web page than an average threshold 
is likely to be an attacker. However, a single 
attacker might send requests via zombie 
machines for random pages, so the first 
proposal may be too simple to encompass the 
issue. The second theory is not a tenable 
threshold because, on the other hand, the longer 
the attacker browses a web page, the greater the 
chances to bypass the detection zone. 
 
     Recently, numerous studies have 
concentrated on selecting the ideal defense 
procedure to increase the level of security. 
Numerous hypotheses have been incorporated 
and game theory is one of the primary 
methodologies. Dingankar and Brooks (2007) 
observed that DDoS attacks are a game in 
which a defender tries, via optimum network 
topology, to prevent an attacker from placing 
zombies in the network. According to them, this 
is a fairly played game since each player is 
given the opportunity to make one step or 
decision at a time. In each phase the defender is 
forced to select one network topology for the 
network configuration. The defender initiates 
the game by choosing an optimum network 



topology. This process enables the defender to 
locate the “loop” game, which enables him or 
her to return to the initial previous 
configuration. However, controlling network 
topology utilizing game theory against a DDoS 
attack might not be effective due to its 
unrealistic approach, i.e. the defender has the 
possibility to redefine his or her configuration 
at each game. Lack of overhead in movements 
is also another aspect, since cost is not involved. 
 
     The game theory was further utilized by 
Sun et al. (2008) to analyze and encourage 
technique recommendations for defender 
association and data security investment. They 
detailed the issue of two associations putting 
resources into security with parameters, e.g.  
for speculation, security hazard, and troubles 
and demonstrated a pay-off matrix. A Nash 
Equilibrium analysis was used to demonstrate 
consistency for both immaculate and blended 
strategy. Sun et al. (2008) maintained the 
contribution as rational by presenting a 
punishment parameter associated with non-
investment. They then introduced a proposal to 
support organizations that venture into data 
security as well as used cryptographic puzzles 
according to the Merkle (1978) approach. 
However, Merkle (1978) utilized puzzles for 
key agreement, rather than control of access. 
 
     Juels and Brainard (1999) applied client 
puzzles to TCP SYN flooding while client 
puzzles were applied by Aura et al. (2001) to 
authentication protocols, in general. A client 
puzzle was introduced by Dwork and Naor 
(1992) as a general possibility to influence 
resource utility, particularly for managing 
garbage email. Their plans were based along a 
diverse axis that is fundamentally persuaded by 
the desire for the puzzles to obtain easy routes 
if a bit of vital information is recognized. A 
puzzle-based defense can be attacked if the 
attacker is aware of the defender’s conceivable 
activities, e.g. if the defender adopts 
complicated puzzles, the attacker can react 

indiscriminately to them with false solutions. 
Along these lines, he or she (s/he) can 
potentially fume the defender resources 
involved in solution validity. However, if the 
administrator adopts uncomplicated puzzles, 
this makes it easier for the attacker to solve the 
puzzles and perform an exceptional attack due 
to the ineffective mechanism. Also, regardless 
of the fact that the administrator appreciates 
competent low-cost approaches for developing 
puzzles and confirming solutions, the puzzles 
s/he deploys need to be effective but with less 
complications, i.e. ideal puzzles with high 
quality of service for authorized users. Hence, 
puzzle difficulty should be precisely balanced 
to protect mechanism viability and excellency.        
Even though several mechanisms, e.g. those of 
Feng et al. (2005) or Wang & Reiter (2003), 
have endeavored to alter the difficult class of 
puzzles according to the loads of the victim, 
these mechanisms are not dependent on an 
appropriate protocol and fail to consolidate the 
above study and hence, those mechanisms’ 
viability is still uncertain (Mehran & Fallah, 
2010). 
 
     The largest duty in the game hypothetical 
model is the abnormally-based Wireless Sensor 
Network (WSN). This is caused by the 
conveyed ways of various players in Wireless 
Sensor Networks (WSNs). A substantial sum of 
players adds more difficulties in achieving 
equilibrium. Naserian and Tepe (2009) adopted 
game theory to control attacks in WSN. For 
example, they added the non-cooperative, non-
zero, and two-player concept into their game 
theory. In this game, excellent options are made 
in accordance to the laws governing the 
circumstances of the payoff. Shen et al. (2011) 
converted the conveying game into an IDPS 
game that determined and displayed the 
interactions between an attacker and a WSN 
cluster head. The basis for their model was a 
combination of a Bayesian Nash Equilibrium 
(BNE) strategy and blended techniques for 
extraordinary recognition guidelines. Thus, a 



perfect crucial defense strategy was developed 
to ensure the accomplishment of WSNs, 
whereby the probability of distinguishing 
attacks was simultaneously significantly 
improved. The notoriety defense mechanism 
accomplishes an active role by considering the 
three limitations of bootstrap time, energy, and 
reputation. This methodology ousts profoundly 
non-collaborative and harmful nodes from the 
server (Misra & Vaish, 2011). 
 
     Sallhammar (2006) utilized a probability 
game to evaluate the behavior of the attacker. A 
two-person, zero-sum Markov game was 
suggested by Alpcan (2006) for grabbing 
interactions between enemies and an IDS. A 
straightforward queuing model for the SYN-
flooding attack was suggested by Chang (2002), 
and Khirwadkar (2011) utilized a repetitive 
game to model attacker interactions. To obtain 
the probability of packet loss, Gligor (1983, 
1988) argued on the need to take serious action 
to define DoS. Gligor proposed that the 
Maximum Waiting Time (MWT) needs to be 
designated to every service provided. Wang 
(2007) assessed DoS attacks on PC systems 
utilizing a lining model. Crosby (2003) 
introduced a sample of a bandwidth attack, but 
the sample lacked attack detection and DoS 
attack prevention and had a low vulnerability 
algorithm. Warrender and Forrest (1999) 
exhibited a model that can distinguish DoS 
attacks. In their model, one program needs to 
complete running before a new one can be 
executed, assuming the program utilizes more 
than one source. 
 
     In computer networks, game theory is 
another application for network security, e.g. 
equilibrium examination and defense 
mechanism models are compiled (Manshaei et 
al., 2010; Roy et al., 2010; You et al., 2003). 
Walfish et al. (2006) proposed a hostile 
technique against DoS attacks by proposing the 
utilization of offense as defense. In their work, 
the defender supports the network legal nodes 

to expand their rate of transmission when the 
attacker attempts to carry out a DoS attack, 
under the presumption that the entire bandwidth 
capacity of the attacker is being utilized rather 
than legitimate clients. This enables authorized 
clients to seize a larger proportion of the 
resources on the server being attacked, beating 
out the attacker. This methodology is thought to 
be viable under certain conditions, but the 
primary hindrance is that, in the event that a few 
clients increase their sending rate, they are 
obstructed due to congestion. Furthermore, the 
bandwidth can only be shared fairly among the 
legitimate clients if they all set practically 
indistinguishable sending rates. 
 
    The areas of game theory which are 
significant to information warfare were 
illustrated by Hamilton et al. (2002). This study 
analyzed situations requiring various courses of 
actions (COA) including anticipated results and 
what/if sequences. The algorithm of hill-
climbing was recommended to detect adversary 
moves in advance and ideal weights were 
discovered by deploying a linear programming 
strategy utilizing pattern recognition. Both the 
automatic tuning of assessment capacities and 
Deep-Blue were recommended. Hamilton et al. 
(2002) concluded with conjecture regarding the 
incredible conceivable outcomes in the 
application of a game theory hypothesis to 
information warfare. Their work focused on a 
persuading illustration to show the utilization of 
game theory in network security issues, while 
our work focus on a defense mechanism to 
solve DoS/DDoS attack scenarios. 
      
     Yan et al. (2012) designed a game-
theoretical framework for assessing DDoS 
attack and defense. This work examined the 
circumstances that influence the decision of 
both the attacker and the defender when a multi-
layer barrier is constructed. Liu et al. (2005) 
assembled models for attacker expectations, 
objectives and techniques. The attacker cases 
are classified into nine types from 



measurements of agility and precision in 
interruption detection, and connection among 
attack activities. Liu et al. (2005) concluded 
that the utilization of game theory could be 
deployed to surmise attacker aim, targets, and 
methods, thereby enhancing cybersecurity. The 
consolidation of the defense graph by Jiang et 
al. (2009) enabled the calculation of strategy 
expense. A game theory model was then 
deployed to choose the ideal defending strategy. 
Bedi et al. (2011) modeled a bandwidth 
depletion attack which focused on the 
probabilities of permitting, diverting, and 
dropping incoming traffic. The ideal 
estimations of the probabilities were 
determined with game theory methodology. 
 
     Wu et al. (2010) realized how the 
utilization of firewalls as defense mechanisms 
in the game theory can enhance cyber-security 
and decrease communication overheads. In 
their experiment, the defender deployed various 
firewall regulations to prevent malicious traffic 
and allow authorized users, while the attacker 
deployed a persuasive botnet to compromise the 
network. The model is a static game involving 
single-shot and two players, with each player 
adapting their own strategy from the initial 
stage. Even though this model seems to be a 
large interaction between both players, it can be 
rendered untenable due to the restriction of 
options for both players. This work was 
expanded by Bedi et al. (2011) who 
incorporated the use of honeypot and defense 
mechanisms against DDoS attacks on TCP-
Friendly Rate Control (TFRC) to detect attacker 
intention(s). However, their work was also 
limited by restrictions. Unlike the other forms 
of attack, Leguay et al. (2007) took into account 
the challenges inflicted when the defense 
mechanisms are enhanced. 
 
     The research in this dissertation 
concentrates on data bandwidth consumption 
DoS or DDoS attacks, where attacker conduct 
is demonstrated by the decision of the amount 

of zombie nodes and their stream frequencies 
received from a random value. The increments 
in attacker move difficulty are hypothesized to 
enhance the dependability and proficiency of 
the initial model.  
 
3.0 BACKGROUND OF GAME THEORY 
 
     Game theory is a concept whereby every 
player picks a strategy that derives the highest 
conceivable reward while simultaneously 
foreseeing the intelligent strategies from the 
opponent. A chosen strategy is abided to by 
each player throughout the game, no matter 
how situations change. The steadiness of the 
game is depicted using the Nash Equilibrium, 
i.e. a change in a player’s strategy will decrease 
the payoff of each opponent, assuming that all 
players are to abide to their chosen strategy. 
Game theory can be used in different models 
such as static game or dynamic game. The static 
game is a single-shot game in which strategies 
which have been picked by each opponent are 
made simultaneously. The dynamic model 
involves multiple stages in which strategies can 
be changed at any time and where each 
opponent can always reconsider the 
arrangement of activities at the start of the game 
and at any other time point (Alpcan & Basar, 
2009). The point equilibrium under this model 
can shift such as the initial strategy chosen by 
the player (rZ, m, M) as seen in Figure 1. 
Focusing on the Nash Equilibrium in the 
dynamic model involves complexity in contrast 
to the static model. Due to space restriction, we 
abide to the static game theory concept our 
work. 
 
     The game theory hypothesis regards 
conflict and interaction between different 
competing rational entities, i.e. cases where 
different players battle one another. This type of 
interaction furnishes the logical architecture of 
the current work in the analysis and 
demonstration of network system security cases. 
For illustration, defender and attacker can be 



considered as contending players taking an 
interest in a game. Utilizing game theory will 
allow us to examine a large number of 
conceivable situations prior to making the best 
move. Consequently, this can allow network 
analysts to make sophisticated choice 
procedures. Thus, several game theory 
methodologies have recently been proposed to 
address network security issues (Yan et al.,2012; 
Manshaei et al., 2010; Roy et al., 2010; You et 
al., 2003; Sun et al., 2008; Liu et al., 2005). 
 
 
4.0 METHODOLOGY 
 
     We based our work on the static game by 
which each opponent picks and abides to a 
chosen strategy. The model includes more 
choices by the attacker's side and permits us to 
elaborate the interaction between the attacker 
and the defender. 
This study concentrates on the design and 
methods of data bandwidth consumption 
DoS/DDoS attacks where each flow rate and 
number of zombie nodes received from a 
random value distribution demonstrates the 
attacker conduct (Bedi et al., 2011). The game 
steadiness is depicted using the Nash 
Equilibrium as studied by Alpcan et al. (2009), 
which is the focal idea in the speculation of 
games and the most generally used framework 
for reckoning the payoff of a key relationship in 
the Social Sciences (Nash, 1950). This concept 
was first demonstrated by John Nash (Nash 
1951), wherein each player maintains his or her 
strategy till the end of the game. Simply put, if 
one player changes his or her strategy during 
the game, there is no benefit increase or extra 
score for this player, supposing both players are 
to abide to a constant strategy policy. The Nash 
Equilibrium concept is a solution that will 
elaborate a fixed condition (strategy) for the 
game in which each participator gets the best 
marks. However, there could be multiple 
occurrences of Nash Equilibrium in a game, but 
with this concept, each player keeps his or her 

strategy no matter what action the other player 
undertakes. The current author focuses on the 
node-to-node approach due to its effectiveness 
(e.g. as in Yan et al. (2012)) rather than the 
(D)DoS issue. 
 
     We utilized two opposite players 
(attacker and defender) in a non-cooperative, 
single shot, and zero-aggregate game where the 
attacker’s aim was to deploy the ideal setup 
parameters for the attack and interrupt service 
with no cost or as little cost as possible (e.g. as 
in Naserian and Tepe (2009)). The defender 
deploys the ideal firewall setup parameters so 
as to repulse the attacker and win the highest 
payoff (e.g. as in Wu et al. (2010)).  
 
     In this study, the worst scenario was 
taken into higher consideration in the model by 
considering the attacker as a reasonable 
opponent who attempts to win the highest score 
in the game (e.g. as in Wu et al. (2010)). We 
regarded the model as a single-shot game 
strategy, since each player picks his or her 
methodology which s/he needs to abide to until 
the end of the game. Due to the lack of 
collaboration between the two players, we 
regarded the game as non-collaborative (e.g. as 
in Naserian and Tepe (2009)). 
  
     Ultimately, as per Lin et al. (2009) 
information warfare games involve an attacker 
and a defender, and most of the time, one 
player's gain is at the loss of the other player. 
Therefore, we regarded the game as a zero-
aggregate, i.e. the payoff of the defender is 
equal to the attacker payoff. To identify the 
Nash Equilibrium of the model, we 
incorporated the saddle point theorem to deliver 
the most favorable strategies for both parties 
(e.g. as in Wu et al. (2010)). The saddle point 
theorem is in the form of a game matrix. For 
illustration, suppose (a and b) are both fixed 
equilibrium strategies in a matrix game M, then 
the entry (ma,b) of M will become a saddle 
point. Assuming G represents our game theory, 



then the attacker and defender become fixed 
equilibrium strategies in the game G. We used 
the NS-3 for simulation instead of the NS-2 due 
to the NS-3 improvements in the core 
architecture, models, software integration and 
educational components from the NS-2 (Riley, 
2010; NSNAM, 2015). 

 
4.1 Network Topology 
     As shown in Figure 1, we utilized the 
dumbbell system topology, a successful method 
for displaying a DoS/DDoS attack (Shevtekar 

and Ansari, 2009; Floyd and Kohler, 2003; Wu 
et al., 2010). The right-end corner is signified 
with a server (S), and the switch on the other 
side was indicated with SW. Closer to the 
switch is the firewall (FW) that hosts the 
defense mechanism. The network bottleneck is 
between the pipe P1 and P2 located between the 
firewall and the switch (SW), and this is 
vulnerable to a DoS/DDoS attack where the 
attacker tries to devour all the accessible data 
transfer bandwidth by entering revolt action so 
as to make the server inaccessible for its 
legitimate clients. A perimeter router (PR) to 
transmit traffic is on the left of the firewall. 

    

 
Figure 1. Dumbbell network topology. 

 
To keep the model simple, we assumed that the 
transmission between the perimeter router and 
the firewall, alongside the data transfer capacity 
between the switch and the server, to be 
boundless (e.g. as in Wu et al. (2010)). As seen 
in Figure 1, the internet, comprised of 
legitimate clients, is signified by Li,i  [1,n] 
and located on the left side of the network 
topology. The n indicates the legitimate clients 
willing to interact with the server S. The main 
action accessible to the attacker is to determine 
the flow rate and to pick the m number of 
attacking nodes. We assumeed a flow rate equal 
to all attacking flows, which is indicated with m, 
near rA. The attacking nodes are indicated by 

Zj,j  [1,m], where m indicates the number of 
nodes under the attacker’s control. The attacker 
was assumed to carry on a DDoS attack to 
consume the pipe’s  highest 
bandwidth. Both legitimate and attack nodes 
were considered to generate User Datagram 
Protocol (UDP) traffic. By setting m = 1, we 
were able to present a DoS attack by a basic 
version of the DDoS framework. The attacker, 
Z, manages m attacking nodes that can transfer 
fake packages. A DoS attack is an exceptional 
instance of a DDoS attack when m = 1. 
Dependable modeling of the flow of internet is 
an essential issue for network simulation; 
therefore, it is vital to model the movements of 



UDP traffic as arbitrary numbers obtained from 
a particular law of distribution or blended 
distribution of laws, e.g. Exponential, Normal, 
Constant, Pareto, etc. (Bedi et al., 2011). For the 
study of the model, we adopted the Wu et al. 
(2010) methodology, in which each authentic 

client transmits its traffic to the network at a 
particular consistent flow rate displayed as an 
irregular variable that pursues the normal 
distribution of law. Table A illustrates the 
tabulation of all documentations utilized in the 
mathematical models. 

 

Table A. Notations and abbreviations used in the model. 

 

 

4.2. Legitimate Client Profile 
Aware of the importance of network simulation 
when modeling internet flow, we abided to 
good practice by modeling UDP traffic flow as 
arbitrary numbers obtained from approved laws 
of distribution or combined laws, e.g. 
Exponential, Normal, Constant, etc. (Bedi et al., 
2011). However, in this study, traffic was sent 
by each legitimate client to the server at a 
particular consistent flow rate demonstrated as 
an arbitrary variable that pursues the Normal  
distribution as in the work of Wu et al. (2010), 

i.e.  where  signifies 
the transmission rate of the  client, and the  
mean estimation of an authentic client's 
transmission rate is , and the standard 
deviation is sl. The bit rate of an attack flow is 

 . The  also represents the standard  
deviation for legitimate clients’ flow rate. 
Along these lines, the aggregate approaching 
flow rate with no attack is . 
Based in basic probability laws, we generated: 

. The pipe bandwidth B is 
picked such that Tna < B maintains a high 
probability. The bandwidth of the bottleneck is 



constantly larger than the bandwidth consumed 
by legitimate client. This helps to prevent 
package loss caused by legitimate clients, 
which could cause bottleneck congestion. 
 

4.3 Without Defense Mechanisms 
In the initial stage, we determined the attacker 
result when the defender is not utilizing the 
firewall (e.g. as in Fallah (2010)). In doing so, 
the aggregate result for the attacker will rely on: 
i) normal transfer speed utilized by the nodes of 
zombie; ii) total number of authentic clients lost 
due to the zombie nodes bandwidth 
consumption; and iii) quantity of zombie nodes 
utilized by the attacker. The final part offers a 
negative outcome because the more zombie 
nodes the attacker utilizes, the bigger the 
expense s/he pays. This expense is based on the 
exertion that the attacker needs to make for 
specific end goal of transforming authentic 
clients into zombie nodes. The expenses 
increase if the threshold is higher. It is therefore 
obvious that the absence of the defense 
mechanism enables all packages to pass the 
firewall. Still, only a small fraction is able to 
pass through the pipe  if T > B. In the 
model,  signifies this fraction for each flow. 
We assumed that the fraction  of each 
flow will decline at P1. Supposing r is the flow 
of the bit rate or rate, and then only an  bit 
rate or rate will reach the network. Still basing 
this on a zero-sum game theory, we estimated 
that attacker and defender bandwidth resource 
is shared equally, that is  (e.g. as in Wu et 
al. (2010)). It is assumed that we can only 
consider a flow to be a flow if  is the 
minimum flow rate and ng is the normal number 
of legitimate flows, which have the capacity to 
reach the server. This scenario results in the 
Equation: , where n signifies the 
aggregate authentic flows and 
constitutes the likelihood that the estimation of 
the arbitrary variable  is greater than . 
There is also a decrease in the  fraction of 
every attack movement at P1. Therefore, the 

attacker normal transfer speed utilization rate is 
indicated in Equation (1) below: 

 
(1) 

Whereas the average rate of lost clients 
compared to the aggregate number of clients is 
calculated via: 

 

(2) 

Thus, the attacker’s total payoff was: 

 
(3) 

Where  ,   and  were the attacker’s 
consumption-related weight coefficients. 
 
Subsequently, the payoff of the defender was 
modelled as a weighted aggregate and defined 
as: 

 
(4) 

Where  ,   and  are the defender’s 
consumption-related weight coefficients. 
 
4.4 Utilizing Defense Mechanisms 
There are four elements comprised in the 
attacker's technique: i) quantity of zombies 
utilized; ii) distribution type of flow rate that 
will be followed by every zombie node; iii) 
custom deviation; and iv) the mean value of the 
flow rate, if appropriate for the type of 
distribution utilized. As argued by Matusitz 
(2009), wetake the defender’s overheads into 
major consideration by utilizing the firewall to 
represent the defender’s defense mechanism. 
This firewall will eliminate all pertinent 
overheads (e.g. as in Fallah (2010)). The rate 
restriction of User Datagram Protocol 
movement might reduce a substantial rate of 
UDP flood attacks (e.g. as in Gill (2009)). The 
dropping rate of the firewall utilizing a sigmoid 
function as shown in Equation (5), was modeled 
by Wu et al. (2010):  



 
In Equation (5),  represents a scaling 
parameter and  is the parameter indicating 
the transmitting rate for which the fall rate is 0.5. 
A sigmoid function is illustrated in Figure 2 
where = 100 units and  = 20. The firewall 
drops the package of a flow of rate r with 
likelihood F(r). It is vital to recognize that some 

legitimate packages will also get dropped at the 
firewall. If we increase the threshold of the 
scaling parameter, then the firewall will 
function differently by dropping all the 
packages of a flow with flow rate more 
prominent than  while permitting all flow 
packages with flow rate (rate) less than  to 
go through. Thus, Figure 2 illustrates how the 
firewall has been modelled to allow the 
defender to reset the value M which is the 
threshold for packages drops in a flow. 

 
 

 

Figure 2. Schemes of a few example S curves. The S curve displays the drop rate of a flow at the firewall. 
The flow rate is the X-axis, while the Y-axis is the drop probability. The parameter M represents the flow 
rate when the rate drops to 0.5. 
 
In this case, the rl signifies the rate of legitimate 
flow. We also signified the average rate of 
authentic flow past the firewall with , 
allowing: , while the 
average rate of attacking flows going past the 

firewall becomes: . We 
then acquired the attacker's rate of average 
bandwidth utilization if rA and rl are substituted 
by r′A and r′l, respectively in Equations (1) and 
(2):  



            (1) 
And, the average lost client ratio to the 
aggregate number of clients is:  

(2) 
Due to the firewall and the blockage, the right-
hand side of Equation (7) considers the losses. 
We could process the attacker's and defender's 
outcomes Va and Vd from Equations (3) and (4), 
sequentially, by supplanting  by  and 

 by . 
 
4.5 Nash Equilibrium computing and 
alternative-games 
     We utilized the Nash Equilibrium to 
focus the best strategy profile of both players. 
The objective was to expand the payoff for each 
player. The attacker is required to pick ideal 
values for  and , and in the sigmoid 
function the defender is required to pick the 
ideal values for  to be utilized by the 
firewall. In this game, the Nash Equilibrium 
was characterized as be a blend of procedures 
(  , , ), which at the same time fulfill 
the following Equations:  

 
      
     At this point we could calculate the Nash 
Equilibrium strategy profile (  , , ), 
which could have also been obtained via an 

algorithmic calculation for specific game 
settings. We used Matlab to diagnostically 
ascertain the Nash Equilibrium for algorithmic 
calculation. It was assumed that there were 

 authentic clients with flow rates 
received from the normal distribution type and 
a mean fl = 50 kbps and standard deviation a2 = 
20. Regarding the network, we assumed 5Mb to 
be the bottleneck threshold and the base flow 
rate to be = 10Kbps, utilized by the 
application protocol. Finally, we set the 
accompanying values for the weight 
coefficients:  
 
     The accompanying analysis 
demonstrates an intriguing scenario in which 
the aggregate bytes transmitted by the attacker 
stayed steady, i.e. no change in , which 
implies that the attacker was only required to 
determine the estimation of . We will 
broaden this analysis scenario in future work. 
For the case of illustration, we assumed that the 
weight coefficients for both the attacker and the 
defender were equal: (wa

b = wd
b, wa

n= wd
n, and 

wa
c= wd

c), i.e., Va = −Vd (in a zero-aggregate 
game). The attacker’s payoff, Va, for diverse 
numbers  of attack flows, and distinctive 
estimations of with =1000 and  

 as well as 
 

 is 
illustrated in Figure 3. We noted a saddle point 
at , M∗ = 220, representing the 
Nash Equilibrium and the rate of attacker 

 relating 
 

 
 



 
Figure 3. The payoff of the attacker Va for diverse numbers m of attack flows and diverse values of M 
(the firewall midpoint) m∗= 22, M∗= 220 is the attacker saddle point of observation indicating the Nash 
Equilibrium. 
 
 
It is obvious from this game model that a player 
has no opportunity to alter a chosen strategy. 
The attacker was not allowed to modify the 
flow rate rA value nor the total m of attacking 
nodes during the game. Additionally, the 
defender wass not allowed to manipulate the M 
(firewall midpoint). In this case, the attacker 
was able to pick the number of zombies for the 
technique while the M limit was controlled by 
the defender. It is apparent that the attacker's 
payoff increases in the lower values of M due 
to the increase in the likelihood of declining 
authentic traffic as M approaches the mean 
value. Then again, the attacker's payoff 
decreases when the defender expands the 

firewall threshold. This is normal because less 
authentic clients are dropped due to the 
presence of the firewall when M values are high. 
Nonetheless, the bandwidth utilized by the 
attacker and the authentic flows that are 
declined due to the blockage in the bottleneck 
prevents the payoff from reaching zero. 
Furthermore, we note that an increase in 
attacker's attacking nodes results in a lower 
payoff due to the weight coefficient that the 
zombie nodes utilize. In this game, the Nash 
Equilibrium is discovered when 22 zombie 
nodes are utilized by the attacker and the limit 
value is set at 220 by the defender. The current 
payoff is Vtotal = 705 as seen in Figure 3. 

 



 

Figure 4. The payoffs for exponential distribution. 
 
In Figure 4 we utilized the same configuration 
with a single change: an exponential 
distribution utilized by the attacker. The 
exponential distribution is seen as the 
probability of dispersion that portrays the 
period between events that occurs during a 
Poisson process. This could be understood as a 
process where event happen consistently and 
autonomously at a steady normal rate. In this 
scenario, the player’s payoff is less than the 
previous when s/he abides to the Nash 
Equilibrium model.  is discovered 

when 51 zombie nodes are utilized by the 
attacker and the limit value is set at 115 by the 
defender. Likewise, the attacker’s payoff is 
illustrated in Figure 5 when the Poisson 
distribution is utilized. Here, at the Nash 
Equilibrium tip, the payoff is equivalent to the 
payoff of the normal distribution, , 
yet it can be fulfilled when 22 zombie nodes are 
utilized by the attacker and the limit value is 
assigned at 260 by the defender, i.e. a greater 
than normal distribution. 



 

Figure 5. Poisson Distribution payoffs. 
 
At this point we discovered the Nash 
Equilibrium of the framework by considering 
the previous case as a sub-game, and by 
figuring the Equilibria of rehashed sub-games 
for distinctive estimations of fz and diverse sort 
of distributions and comparing them. Since the 
attacker controls the fz value and the type of 
distribution, the general Nash Equilibrium was 
selected in accordance with the attacker's 
requirements. As such, all the Nash Equilibrium 
of sub-games with the biggest payoff will be the 
general Nash Equilibrium. 
 
4.5 Simulation 
NS-3 is written in C++ and is more advanced 
than the NS-2. There have been many recent 
developments based on the FlowMonitor model 
(Carneiro et al., 2009) to develop applications 
to monitor package flows. However, this model 
was unrealistic in the current analysis as it relies 
completely on the traced output of package data 
and not the current navigation status in the NS-

3's protocol stack. Based on game theory, it was 
vital for us to design a package-filtering module 
and gather statistics on it. We then implemented 
a unique network hook for the package-filtering 
module, enabling the observation of the 
package movement information as these 
certainly travel across area the stack and not at 
the simulation end. 

4.6 Developing New Modules in NS-3 
We were able to maneuver the normal package-
handling schedules in NS-3 with the 
NetPointFilter module developed. This idea has 
been generally utilized as a part of Linux for 
filtering package, mutilating, NAT (system 
address conversion) and lining packages for 
client-land survey. Linux's NetFilter creates 
conceivable associations via the utilization of 
different hook codes in the network kernel, 
where those hooks replace the code of a kernel 
statically fabricated, or as a stacked module 
able to enroll activities to-be defined for 



particular network occasions based on areas inside the protocol stack. 

 
Figure 6. NetPoint implementation. The doPoint() is a function that enables NetPoint, and returns a 
Boolean value that determines if the package should be refused. 
 
     As indicated in Figure 6, the NS-3 
NetPoint is conducted via a requested rundown 
of return-calls related by return-call type with a 
priority value. The list of the NetPoint return-
call was initiated via a call coming inside the 
current NS-3 code through the procedure 
doPoint(), and has the capability to execute all 
random figure of hooks proving the suitable 
hook sort. The current NetPoint is not restricted 
to the standard NetFilter in terms of local-in, 
local-out, forward, pre-routing and post-routing, 
but instead it provides the adaptability for a NS-
3 engineer to actualize an examination return-
call at an unspecified area desired inside the 
NS-3 network framework. The engineer can 
then decide on the hook point for NetPoint by 
executing the function-call, including the total 
NetPoint-object, that suits a particular node 
inside the topology. 
 
5.0 VALIDATION (Experimental Setup) 
    We validated the game theoretic defense 

mechanisms by conducting several stages of 
experiments in NS-3 to analyze any constraints 
on the model in a real world scenario network. 
We then utilized the dumbbell network 
topology indicated in Figure 1 for simulation. 
The main aim of this was to observe the 
influence of control traffic, i.e. if the game 
theory framework can be employed to data-
intensive transactions, e.g. example package 
filtering, or to determine if the framework is 
useful in any sense. As shown in Figure 1, our 
internet world is indicated on the left-hand side 
embodying L legitimate nodes and Z attack 
nodes. Both nodes generate UDP traffic at a 
steady rate as the transport protocol so as to 
abstain from utilizing an altered TCP stack and 
re-transmission storms that influence 
simulation outcomes. Figure 7 demonstrates the 
core infrastructure (i.e. firewall, edge switch, 
and perimeter router) relationship and the 
package-filtering usefulness.  

  



 
Figure 7. NetPoint Filter joining into trial topology. 
 

     The dumbbell network utilized consists 
of three nodes. The uplink, where both 
authentic and attacker nodes are joined, is seen 
on the furthest left node. The package-filter is 
implemented at the center node of the dumbbell 
core. The local area network (LAN), which 
provides connectivity for our server node, can 
be observed on the far right. Point-to-Point 
channels were utilized to clarify the simulation 
topology setup. Both the left- and right-side of 
the topology consisted of 1.5Gbps of 
transmission capacity, each accessible with the 
traffic at the firewall knot. Both authentic users 
and malicious nodes are setup through the 
command line with random altercations for the 
package size, bit rates, and quantity of nodes 
sent so as to reinforce numerous runs with 
distinctive setups. We utilized a consistent 
bitrate generator accessible in NS-3, i.e. the On-
Off Application, to produce packages bound to 
a server. 
 
     Our experiment was executed in ten 
cycles with 60 legitimate nodes consisting of 
512 bytes’ package size, with a transmission 
rate of 15Kbps. The first phase consisted of six 
attack nodes that transmitted at an average sum 

of 6Mbps, partitioned equitably between every 
attack node, plus the quantity of attack nodes 
incremented by six for every round. The filter 
midpoint was changed three times during each 
cycle, e.g. 250Kbpps, 520Kbps and 700Kbps 
accordingly. In total, 100 runs were comprised 
in each cycle while each midpoint consisted of 
40 runs with a constant simulation quantity of 
attack nodes. Every execution ran for 900 
seconds, transferring authentic nodes at a 
steady rate. In addition, the attacks nodes 
started from 60 seconds with a maximum 
executive time of 600 seconds. Literal scenarios 
without package filtering had the same settings 
in order to obtain a minimum execution contrast. 
  
     We simulated the executions on an Intel® 
Core™ i5 system with 8Gb of RAM and a 
speed of 14.04.2 LTS with Linux kernel version 
4.0.5. Each execution took five to ten minutes 
to complete depending on the quantity of nodes 
present. To ensure the independent replication 
of the simulation results, there was an increase 
in the arbitrary number generator of seed value 
estimation in every run. 
 
 
5.1 Simulation Results 



As previously discussed, we based player 
payoff upon three components. However, the 
simulation center of interest was the initial rate 
of data transmission consumption by authentic 
and attacking nodes. Our future studies will 
focus on the second component, and they will 
examine the fraction of active authentic nodes 
transmitting at distinctive bit rates. Furthermore, 
the third segment, which is the attacker payoff, 
is not within the scope of the current study. 
Figure 8 shows the adequacy of the current 
game framework defense system in preventing 
a DoS/DDoS attack. Figure 9 illustrates the 
ideal setting possibilities of the attacker, while 
Figure 10 demonstrates that there is a 

possibility to decrease the viability of the attack 
if a suitable midpoint configuration is selected. 
The indications in these experimental results 
demonstrate that the attacker can boost the 
attacking nodes and decrease the bit rate of each 
node simultaneously, so as to avoid the filter. 
Alternately, the defender should choose a 
suitable S-curve midpoint to permit authentic 
traffic while rejecting the attack traffic. A huge 
amount of the attack transmission will pass 
when the S-curve midpoint is set high. These 
are illustrated in the Figure 3 results where we 
recognized that there is an ideal configuration 
for both players. 

 



Figure 8. Effect of a DDoS attack on authentic data transmission utilization. Six attacking nodes 
transferred at 1Mbps (aggregate 6Mbps), 60 authentic nodes transferred at 15Kbps (aggregate 900Kbps), 
and 600Kbps determined the S-curve midpoint. 

 
Figure 9. Data transfer capacity utilized by authentic nodes when diversifying the quantity of attack 
nodes. The aggregate attack bit rate stays at 6Mbps. 

Figure 10. Data transfer capacity utilized by authentic nodes when diversifying the S-curve midpoint. 
A total of 15 attacking nodes with a constant total attack bit rate stays at 6Mbps. 
 



6.0 CONCLUSION & FUTURE  
     This study focused on a game theory 
model as a defense mechanism against 
DoS/DDoS attacks to depict the interaction 
between defender and attacker, and provided a 
holistic methodology for resistance against 
DDoS attacks. We utilized the NS-3 to validate 
the analytic results and specifically inspected 
suggestions for firewall settings and efficiency. 
This was based upon assumptions regarding 
activity modeling, different parameters, and 
host exploitation rate. There is cost 
involvement for the movement of both parties, 
classifying the situation to be a form of a game, 
in which both parties perform to increase 
achievement. The detailed insight of the 
player’s behaviors was obvious due to the 
variety of parameters utilized in the model. 
These data demonstrate that, assuming that the 
attacker has major concerns regarding attack 
cost, the defender can embrace an exact firewall 
layout to decrease expense with little respect in 
regards to attacker moves. 
 
     We tentatively approved the theoretical 
model outcomes by means of simulations and 
showed a solid match of the hypothetically 
calculated qualities and the related simulated 
information. Nevertheless, we plan to pursue 
further validations in real world scenarios to 
guarantee that the model can be useful in any  
 
 

 
 
organization. He has planned to extend the 
work by considering the presence of multiple 
equilibria in future scenarios. It is also our 
intent to expand the simulation to integrate a 
normal distribution, which will enable him to 
choose the dispatching rate of an authentic 
movement and explore the relevance of the 
game hypothesis defense mechanism in 
situations where the attacker plans to abuse a 
particular protocol mechanism to enable 
attacking possibilities.  
 
     Additional tasks may incorporate the 
blend of a framework similar to the one in the 
current study to investigate a conventional 
context of internal attackers with insider risk 
expectation models, as in Kandias et al. (2010). 
Such joined methodologies may provide 
exhaustive methods for dissecting the dangers 
posed by both external and internal sources. 
       
     We also plan to stimulate a game in 
which the attacker and defender are able to 
adjust strategies during the attack. These 
outcomes could be utilized by system 
supervisors and security overseers to improve 
firewall achievement and organize efficient 
crosswise defenses over infrastructures that 
might be vulnerable to DDoS assaults. Due to 
future developments, the NetPoint module will 
be contributed to the NS-3 code base to make it 
accessible to other researchers. 
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